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Abstract — In this paper, we propose a surrogate model for
both forward and inverse modeling with complex-valued neural
networks. The complex domain offers the benefits of higher
functionality and better representation. To that end, we propose
a deep complex dense network (CDNet) by introducing complex
dense blocks built with fully-connected layers that support
complex operations. We further propose an inverse optimization
objective that minimizes the modeling error while optimizing the
design space parameters that achieve the target specifications.
We apply our proposed approach for the design of a sub-THz
patch antenna-in-package operating at 140 GHz frequency band.
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sub-terahertz, design space exploration.

I. INTRODUCTION

Predominantly, neural networks are trained in the
real-valued domain R. It has been applied with great
success in many applications such as speech recognition,
computer vision, autonomous driving, image identification,
drug discovery, stock market trading, natural language
processing, to name a few. However, complex-valued
neural networks bring a whole new paradigm to machine
learning. The absence of such methods represents a gap in
machine-learning toolbox since complex numbers are not just
an abstract mathematical construct, they exist in physical
phenomena. Complex numbers have been found to exist
in physical signals such as magnetic resonance imaging
(MRI) data, electromagnetic (EM) scattering parameters, x-ray
crystallography, computed tomography (CT) scan, and so on.
Complex-valued neural networks have been applied in these
areas and to real-valued signals as well with results comparable
to their real-valued counterparts.

There are several benefits to using complex-valued neural
networks, which we highlight as follows: First, they provide
a higher functionality by incorporating the phase information
since learnable weights do not just change amplitude as in the
real-valued case, but can be rotated too in the complex-valued
case. Next, complex numbers offer a richer set of numbers
than the normal real numbers in neural networks. This implies
that complex-valued neural networks have a more compact
data representation with a mapping represented as f(z) :
CN 7→ CM , where N,M are the number of input and output
dimensions, respectively. In contrast, the real-valued neural
networks have a less prudent data representation by using only
the magnitude component or stacking the real and imaginary

Fig. 1. Surrogate model that offers a custom solution.

parts and handling them as real-valued data with a mapping
represented as f(z) : R2N 7→ RM [1].

Furthermore, in the field of classification with deep
neural networks, real-valued neural networks have made great
strides, although, a single perceptron still has limitations.
For example, a single perceptron can only learn linearly
separable Boolean functions such as AND and OR but not
linearly nonseparable functions such as XOR [2]. Conversely, a
single complex-valued perceptron employs orthogonal decision
boundaries to solve the XOR problem [2].

In the foregoing, we exploit the advantages offered by
complex representations to build a surrogate model for
both forward and inverse modeling. Typically, in early-stage
prototyping, a designer comes up with an initial design with
several parameters in the design space. If the design does
not satisfy the target specifications, the designer has to do
another iteration and gauge the output response with the
target specifications. Usually, the designer explores several
parameters and laboriously goes through multiple iterations
in order to satisfy the target specifications. This is the
forward modeling process. Inverse modeling, on the other
hand, starts from the target specifications and generates the
circuit parameters that satisfy the target in one fell swoop.

In this paper, we present a new end-to-end learning
with complex-valued data targeted at broadband S−parameter
modeling. We propose a deep complex dense network
(CDNet) by introducing complex dense blocks built with
fully-connected layers that support complex operations. We
also propose an inverse optimization objective that minimizes
the modeling error while optimizing the design space
parameters that achieve the target specifications. We test
our proposed approach on the design of a sub-THz patch
antenna-in-package.
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II. COMPLEX BUILDING BLOCKS

Having emphasized the importance of complex-valued
neural networks, the question that arises is how to set it up. We
employ some innovative approaches from existing literature to
form the building blocks needed for a complex-valued neural
network similar to its real-valued counterpart. In the following
discourse, let z = a + jb represent a complex-valued input,
where j =

√
−1.

A. Complex Dense Block

The complex dense block introduces feed-forward
connections from one layer to the next. This encourages feature
reusability and strengthens information propagation through
the network [3]. Let weight w = wR + jwI , the complex
dense operator performs the complex operations:

w ∗ z = (a ∗ wR − b ∗ wI) + j(a ∗ wI + b ∗ wR), (1)

as shown in Fig. 2. In these notations, ∗ denotes the complex
dense operation, and the subscripts R and I denote the real
and imaginary parts of a complex-valued entity, respectively.

B. Complex Activations

As with their real-valued counterparts, complex-valued
activations are used to achieve nonlinearity. Designing a
complex activation is challenging due to the constraints
postulated in Liouville’s theorem [4] 1. We employ
fully complex activations, and split-activations where the
non-linearity is applied separately on the real and imaginary
parts. Examples include:

tanh(z) =
ez − e−z

ez + e−z
(2)

CReLU(z) = ReLU(a) + jReLU(b) (3)

CLeakyReLU(z) = LeakyReLU(a) + jLeakyReLU(b) (4)

(2), (3) and (4) are the complex hyperbolic tangent,
split-complex rectified linear unit, and split-complex leaky
rectified linear unit, respectively.

1Liouville’s theorem states that a complex-valued function which is bounded
and analytic everywhere (i.e., a function that is differentiable at every point ),
is constant. In other words, a function that is bounded and analytic everywhere
in the complex plane is not a suitable complex activation function [1].

Fig. 3. Patch antenna-in-package [5]. All dimensions in µm.

C. Complex Residual Blocks

The complex residual blocks enable skip connections
which, as the name suggests, skip some of the layers in the
neural network, and add the original input back to the output
feature map obtained by passing the input through one or
more complex dense layers. This is relevant for preserving
contextual information. Furthermore, skip connections prevent
the vanishing gradient problem, by directly propagating
gradients between layers. Consider a complex neural network
block that provides a mapping T (z) from the input layer to
the output layer. The residual is

R(z) = T (z)− z. (5)

(5) can be re-arranged to form

T (z) = R(z) + z, (6)

which first applies an identity mapping to z, then it performs
element-wise complex addition.

III. APPLICATION: INVERSE DESIGN OF SUB-THZ PATCH
ANTENNA-IN-PACKAGE

We apply the proposed deep complex dense network
(CDNet) for the design of a sub-THz patch antenna array

Fig. 2. Proposed deep complex dense network (CDNet). In inverse modeling, we backpropagate the gradients of the trained CDNet to update its input parameters
and minimize the cost function of the measure of performance. The set of patch array input parameters that minimize the cost function is the inverse solution.
x : design space parameters, y : target specifications.
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operating at 140 GHz. This is a 4-by-4 rectangular low-profile
antenna array (see Fig. 3), and has applications in 5G/6G
wireless technologies. Its stack-up is made up of microstrip
structure built on top of glass interposer with ground planes
beneath. Its frequency response is the S11. The objective here
is to build a fast surrogate model that enables the designers to
(1) simulate their designs to ensure they are within a few dB of
the target specifications of S11 from 130.1−150.05 GHz, and
(2) obtain the patch antenna design parameters that correspond
to a given specification of the S11 in the target band. Using
Latin Hypercube Sampling, we determine 2500 samples and
extract their S-parameters with Ansys HFSS [6]. We split the
data into train and test sets.

A. Forward Model

The goal of the forward model is to train the deep complex
dense network (CDNet) to learn the forward mapping between
the patch array design space x and output response y (i.e.,
the S11). We build on top of the complex-valued neural
net in [7]. The proposed model is illustrated in Fig. 2. The
deep complex dense network (CDNet) is constructed using 6
complex dense blocks (see section II) with skip connections
between them for preserving contextual information. Each
complex dense block contains one hidden layer of 256
neurons. We apply 10% dropout regularization after the skip
connections. Complex rectified linear unit (CReLU) activation
functions and batch normalization layers are used between the
complex dense blocks except for the first complex dense block
which only has a CLeakyReLU activation. During training,
the end-to-end neural net takes input x with 5 patch array
design parameters, and propagates the information through
the network to generate y (i.e., the S11). We train with an
ℓ2-supervised loss given by

L = Ex,y

[
||ŷR − yR||22 + ||ŷI − yI ||22

]
, (7)

where ŷ is the predicted S11.

B. Inverse Optimization

The use of optimization in inverse modeling allows us to
adjust the patch array parameters, calibrate, and provide the
best solutions for our design. By identifying some objective
and a measure of performance of the system, we arrive at
optimal solutions for our design. The objective depends on
the parameters we specify. The goal is to find the parameters
that optimize the objective. Often, parameters are constrained
in some way, which we must take into account and judiciously
optimize so as give physically realizable results for the patch
array.

In designing our sub-THz patch antenna array, the ideal
goal is to have no reflected signal (i.e., |S11| = 0) in specific
frequency bands, and to have all of the signal reflected (i.e.,
|S11| = 1) outside these target bands. We can define the
objective as the ℓ2-norm of the difference between the ideal
|S11| (i.e., y∗) and that delivered by the forward model (i.e.
ŷ(x)):

J (ŷ) = ∥ŷ(x)− y∗∥22. (8)

Algorithm 1: Inverse optimization

Input: Initialization x(0) ∈ dom(g), trained model g
with the set of all network parameters θ, target
band B∗, learning rate λ

Output: estimated x
for k = 0, 1, 2, ..., until convergence, do

ŷ(k) = g(x(k), θ)

J (ŷ(k)) =
∑

i:fi∈B∗

|ŷ(k)i |2 +
∑

i:fi /∈B∗

(|ŷ(k)i | − 1)2

∆x(k) = −∂J (ŷ(k))
∂ŷ(k)

∂ŷ(k)

∂θ

∂θ

∂x(k)

Update: x(k+1) ← x(k) + λ∆x(k)

Given a target band B∗, we can re-write the objective in (8)
as:

J (ŷ) =
∑

i:fi∈B∗

|ŷi(x)|2 +
∑

i:fi /∈B∗

(|ŷi(x)| − 1)2. (9)

We will like to minimize the objective in (9) parameterized
by the patch array parameters x and the set of all network
parameters θ. We use gradient descent to learn the optimal
parameters that give the minimum cost in (9). The optimized
patch array parameters x is the inverse solution. The outline
of the inverse optimization method is shown in Algorithm 1.

C. Evaluation Metric

We evaluate our resulting antenna with two metrics: the
pass-band Intersection-over-Union (IoU) metric introduced in
[7], and the return loss passband. The IoU metric is a method
to quantify the percentage overlap between the target band B∗

and our prediction passband B̂.

IoU =
B∗ ∩ B̂

B∗ ∪ B̂
, (10)

where the passband B is, generally, the region where the |S11|
is lower than −10 dB in the resonant band, i.e. B = {[fL, fH ] :
|S11| < −10dB}.

IV. RESULTS

We present the results from both the forward model
training and the inverse optimization. We perform inference
for the forward model by taking a random sample from the
test set. Fig. 4 shows the results obtained from the forward
modeling. We compare the real, imaginary, and magnitude
components of the S11 obtained from the forward model with
those obtained from the EM simulator. We find that there is
a close correlation of the output responses from the forward
model and the EM simulator.

Next, we display the inverse optimization results in Fig.
5. Given an arbitrary target band B∗ = [138, 142] GHz,
we optimize to find the patch array input parameters that
best achieves this target within the given constraints of the
patch array input parameters (see Fig. 3 for their respective
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Fig. 4. Forward modeling predictions showing S11 for the patch antenna
array with the trained complex-valued neural network model (indicated with
solid lines), compared with the EM simulation (indicated with dashed lines)
for a random design tuple in the test set. The real, imaginary and magnitude
components of the S11 response are shown in red, blue and cyan, respectively.

Fig. 5. Inverse optimization results illustrating the target band (indicated with
yellow) and the predicted passband (indicated with green). The optimization
yielded an inverse solution of {502.7, 789.8, 176.7, 210.3, 340.4} µm for
the patch array parameters. For this solution, the model predicts the return
loss in the solid red line, while the EM simulation of the inverse solution
results in the return loss in the dashed blue line.

ranges). Fig. 5 illustrates that the algorithm was able to
deliver an IoU of 45% and a return loss of 19.1 dB at
the 140 GHz resonance, for a prediction of {502.7, 789.8,
176.7, 210.3, 340.4} µm corresponding to the patch array input
parameters {Wp, Lp,Wa,f , Ls, Ld,f}.

A summary of the performance of the proposed surrogate
model is provided in Table 1. The metric to assess the
numerical accuracy of the forward model is chosen as the
mean absolute error (MAE) in decibels, between the actual
response y and the predicted response ŷ, taken over all the
frequency points in the response, given by:

∆ =
1

r

r∑
i=1

∣∣20 log10 |yi| − 20 log10 |ŷi|
∣∣. (11)

In this working example, it took ∼617 CPU hours in collecting
the training data and ∼1.8 minutes to train the CDNet
model. Once trained, the CDNet can generate 2500 frequency
responses in ∼2.5 seconds.

V. CONCLUSION

We present both forward and inverse modeling of RF
systems by using complex-valued neural networks. The
forward model takes the input parameters of the RF model,

Table 1. Performance Summary of the Proposed Surrogate Model

Design
parameters

Frequency
points

Train error
(for 2400 samples)

Inference error
(for 100 samples)

5 134 0.641 dB 0.357 dB
† All programming is performed with PyTorch [8] on a Windows desktop

with Intel® CoreTM i7-10700 CPU @ 2.90 GHz and 32 GB RAM.

propagates the information through a series of building blocks
with complex operations and generates the complex-valued
output response. However, in the inverse modeling, we propose
a well-defined objective as a measure of performance of the
RF system and optimize this objective using gradient descent
to obtain the optimal input parameters. This surrogate model
has the capability of reducing design cycle time and it gives
the designer a quick prototype.
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